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Abstract – This paper proposes and compares two sound synthesis techniques to render a moving source for a
fixed receiver position based on indoor pass-by noise measurements. The approaches are based on the time-
varying infinite impulse response (IIR) filtering and spherical harmonics (SH) representation. The central
contribution of the work is a framework for realistic moving source sound synthesis based on transfer functions
measured using static far-field microphone arrays. While the SHs require a circular microphone array and a free-
field propagation (delay, geometric spread), the IIR filtering relies on far-field microphones that correspond to
the propagation path of the moving source. Both frameworks aim to provide accurate sound pressure levels in
the far-field that comply with standards. Moreover, the frameworks can be extended to additional sources and
filters (e.g. sound barriers) to create different moving source scenarios by removing the room size constraint.
The results of the two sound synthesis approaches are preliminary evaluated and compared on a vehicle
pass-by noise dataset and it is shown that both approaches are capable of accurately and efficiently synthesize
a moving source.
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1 Introduction

Due to the associated health risks, international regula-
tions specify the maximum allowed noise level for road vehi-
cles [1, 2]. Automotive companies and original equipment
manufacturers need to ensure that the vehicles’ target noise
levels comply with the imposed regulations in the early
design stages since major changes are no longer possible
at the end of the development. Hence, the ability to predict
noise levels as well as sound quality criteria from early
phases of vehicles’ development has become a recurrent
request.

The indoor pass-by noise (PBN) test [3] provides sound
pressure levels comparable to those from outdoor tests and
has notable advantages [4]. The vehicle placed above a
drum roller in a hemi-anechoic chamber is fully controllable
and therefore able to produce consistent and repeatable
results. Even though the required number of sensors is
considerably larger than for exterior PBN, the complexity
of the measurement is reduced since there is no need for
wireless communication, light barriers, speed radar,

weather stations, and telemetry systems. Additionally, the
component-based transfer path analysis combined with
the acoustic source quantification (ASQ) technique [5]
allows for the characterization of individual components
on a test bench and the assembly of the components virtu-
ally, enabling the quantification of the sound pressure level
for homologation purposes as well as listening tests for
different vehicle configurations at earlier stages of design.

Besides the noise level quantification, automotive
companies and original equipment manufacturers are
increasingly interested in the subjective assessment of the
exterior sounds produced by the vehicles, particularly with
the resurgence of electric vehicles and the corresponding
need for acoustic vehicle alerting systems. This requires
the virtual vehicle assembly to be realistic, both quantita-
tively and perceptually.

A poor synthesis reconstruction can drastically affect
any perceptual cues from the audio and affects the sound
quality assessments. Many attempts of the accurate synthe-
sis of a traffic event have been proposed using simulation
techniques such as time-domain finite differences [6],
pseudo-spectral methods [7] and binaural impulse responses
[8]. In the first two, the time-domain simulations are still*Corresponding author: jacques.cuenca@siemens.com
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rather simplistic and computationally expensive for real-
time applications. In the latter, the overlap-add and cross-
fade approaches did not generate a satisfactory result since
clicks, artifacts, and sound modulations were present in
the synthesized audio. Measured sources and transfer func-
tions were employed in [9] to develop general traffic events,
but the result showed audible clicks and a smearing effect in
the time-frequency spectrum. Other measured-based
approaches have been proposed [10–14] which rely on the
decomposition of recorded signal into propulsion and tire
noise components. The sound propagation was done using
inverse short-time Fourier transform or by point-to-point
sound propagation model such [15]. Alternatively, Pieren
et al. [16] proposed a fully synthetic but realistic synthesis
and Yang [17] presented a framework for traffic scene aural-
ization. The propagation model was implemented using the
Unity3D game engine based on the image-source model with
multi-tap time-varying delay lines.

The approaches proposed in this paper have notable dif-
ferences from previous techniques. The first one is the use of
indoor laboratory-controlled near-field sources contribution
from individual components. The measurements are readily
available from the well-established indoor pass-by noise test
[3]. The second difference is the use of infinite impulse
responses and spherical harmonics to address the issue of
moving sources without the generation of clicks and arti-
facts. Both methods have been initially presented in past
conference publications [18, 19] and are here detailed and
compared. The main motivation of developing such tech-
niques is to accurately synthesize moving events for subjec-
tive audio assessment. Since the microphone array is
statically positioned, additional processing is required to
obtain the indoor PBN time signal that is comparable to
the time signal obtained in the exterior PBN test. The chal-
lenge therein is the correct mixing of the far-field individual
signals to recreate the continuous moving effect.

The paper is organized as follows: the measurement
procedure for the indoor PBN is presented in Section 2.
Two real-time sound synthesis techniques are presented in
Section 3, namely the time-varying IIR filter (TVIIR) and
the spherical harmonics (SH) representation. To ensure
the accuracy and naturalness of the output audio synthesis,
the two approaches are compared quantitatively and qual-
itatively in Section 4 using an electrical vehicle measured in
a hemi-anechoic chamber.

2 Source quantification and transfer path
analysis

This section deals with the measurement procedure to
quantify the many sources present in the system and to
measure the transfer path in the form of noise transfer func-
tions (NTF). The noise transfer functions are related to a
broadband noise source measured with microphones with
units Pa/(m3 s�1). The goal of the indoor PBN is to accu-
rately reproduce an exterior PBN test from far-field
recorded time signals. A schematic of the setup is shown
in Figure 1.

The first step of the indoor PBN test is to identify and
separate the noise components using the acoustic source
quantification (ASQ) technique [9]. The sources are assumed
to be airborne, radiating outwards from the powertrain,
gearbox, exhaust, tailpipe, front and rear tires, or any other
component. By assuming that each noise-producing compo-
nent can be represented as a superimposed set of monopole
sources, the operational acoustic loads can be identified from
independent component measurements by an inverse proce-
dure such as the ASQ. Note that the car body effect (reflec-
tion, diffraction) are implicitly included in the model since
they are present in the measured data.

Two types of ASQ are commonly employed, namely
linear phase-based pressure inversion method and power-
based energetic approach [20, 21]. While the linear
approach accounts for the phase information of the source,
the energetic approach treats all components as uncorre-
lated sources. The latter allows to write the power at the
receivers in terms of that of the sources, as

jpij2 ¼ jGimj2jqmj2; ð1Þ
where qm (x) (m = 1, . . ., Nq) represents the volume
velocity of the sources (in m3 s�1), pi (x) (i = 1, . . ., Nind)
is the sound pressure at the near-field indicator micro-
phones (in Pa) and Gim (x) is the transfer function
between source point m and observation point i. These
are obtained by measuring the relation between the indi-
cator microphones and a known volume velocity omnidi-
rectional source emitting a broadband noise at the
location of the equivalent monopole sources. Figure 2
shows an example for a single source and four indicator
microphones. Since Nind � Nq, equation (1) is solved by
inverting |Gmi|

2 in a least-squares sense with real positive
constraint on the solution [21] for any given angular fre-
quency x. Note that for the problem of multiple sources,
the matrix Gmi is a full matrix with cross-terms between
all paths and indicators.

Once the sources are quantified, the propagated sound
pressure at the far-field microphones (also referred to as tar-
get microphones) pk (x) (k = 1, . . ., Np) can be obtained
energetically as

jpkj2 ¼ jGkmj2jqmj2; ð2Þ
where Gkm 2 CNp�Nq is the measured transfer function
between the mth source and the kth far-field microphone.
These transfer functions are obtained following a similar
procedure as the locally measured transfer functions using
the broadband noise volume velocity and far-field micro-
phones, and intrinsically include interactions of the
radiated field with the vehicle such as reflections or
diffraction. Thus, the set of transfer functions between
each source and target microphones represents changes
in propagation distance, directivity, and angle of inci-
dence as the vehicle passes by. The far-field microphone
array configuration is defined by the desired trajectory
of the moving source and can be with any arbitrary shape.
Traditionally, in indoor PBN applications, the far-field
microphones are position in a line configuration as shown
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in Figure 1. Note that the obtained far-field microphone
signals are the sum of the contribution of the M sources.
Alternatively, the pressure field can be obtained for each
mth source and kth far-field microphone separately using
jpkmj2 ¼ jGkmj2jqmj2, with no implied summation in m.

Note that the NTF could be replaced by wave-base
simulations (finite and boundary element methods) which
can include locally and non-locally reactive ground model.

3 Moving source sound synthesis

This section describes the two auralization techniques
for synthesizing a moving source from the knowledge of
the stationary transfer functions obtained in the previous
section. The general scene consists of a moving source and
a fixed listener able to rotate their head. Figure 3 shows a
schematic of the two proposed approaches.

Both approaches work in an online-offline manner.
The offline part consists of acquiring the near-field source
signals and the stationary noise transfer functions. In the
time-varying IIR technique, shown in Figure 3a, the offline
processing extends to the computation of the IIR filter
parameters (i.e. IIR design). Once the filters are designed,
they are recursively applied in the time-domain (i.e. time-
varying implementation). This procedure is repeated to
implement the head related transfer functions (HRTF)

Hkm (x) corresponding to each far-field microphone posi-
tion. The IIR representation of the HRTFs has been previ-
ously researched [22], and it is an acceptable representation
for auralization purposes. Nonetheless, the use of finite
impulse response (FIR) is also allowed in the framework
with an increase in computation cost in the implementa-
tion. Finally, the binaural output signal is obtained from
the monaural synthesized signal.

The second technique, shown in Figure 3b involves the
representation of the propagated source time signal into
spherical harmonics. The entire processing chain is per-
formed in real time and consists of a multi-channel granular
synthesis followed by a spherical harmonic encoding, prop-
agation, and a binaural decoding procedure. This method
easily allows for interaction with a video rendering tool
which communicates with the audio engine to provide input
parameters such as the source position, throttle speed and
head rotation. The details of each approach are given next.

3.1 Time-varying IIR filters (TVIIR) approach

The Time-varying IIR filters (TVIIR) method consists
of the following steps: decompose the noise transfer func-
tions (NTFs) into minimum and excess phase, approximate
the magnitude of the NTFs into IIR filters, interpolate the
filter coefficients according to the far-field microphone posi-
tions and implement the filters in time-domain for each
source.

To make the notation clearer, the formulation is
restricted to a single source (i.e. m = 1), and the subscript
is dropped as Gkm � Gk. The decomposition of the NTFs is
given by [22]

GkðxÞ ¼ jGðminÞðxÞjjGðephÞðxÞjej/ðminÞ
ej/

ðephÞ
; ð3Þ

where /(min) denotes the minimum phase, /(eph) denotes
the excess phase, |G(min) (x)| is the minimum phase mag-
nitude and |G(eph)(x)| = 1 is the all-pass magnitude. Note
that both phases (i.e. minimum-phase and excess phase)
are frequency-dependent quantities. While the minimum
phase is neglected, the excess phase models the time of
arrival and is used in the Doppler effect implemented later
in this section.

Figure 1. Schematic of indoor pass-by noise sound synthesis where (a) is the measurement setup in a hemi-anechoic chamber and
(b) is the synthesized exterior PBN. k spans from 1 to Np far-field microphones.

Figure 2. Acoustic source quantification for a source q1 using
four indicator microphones.

M. Alkmim et al.: Acta Acustica 2023, 7, 37 3



The magnitude of the minimum phase system is
employed in the IIR filter design with two additional pre-
processing steps, namely smoothing and warping. The
frequency-dependent smoothing consists of a convolution
of the NTF with an averaging Hann window whose length
is defined as Q, which represents the ratio of bandwitdth
over the center frequency. The warping has the effect of
resampling the NTF on a warped frequency scale by defin-
ing the following bilinear conformal map for the unit delay
z�1 in the Z-domain [23, 24]

z�1 ! �z�1 ¼ z�1 � .
1� .z�1

; ð4Þ

where . is the warping coefficient. The warping function
has the effect of oversampling the magnitude spectrum
at low frequencies and undersampling at high frequencies,
thereby preserving the perceived spectral features of the
sound. This is done by choosing a value of . that guaran-
tees a constant density of spectral lines across the
frequency bands relevant for hearing (e.g. Bark scale
and equally rectangular bands).

According to equation (3), since the all-pass magni-
tude is unitary, the IIR filters can be designed considering
only the minimum phase magnitude. Here, IIR filters are
represented as

GkðzÞ ¼ b0k þ b1kz�1 þ � � � bNbkz
�Nb

a0k þ a1kz�1 þ � � � aNakz�Na
; ð5Þ

where the bik, i = 1,2, . . ., Nb and aik, i = 1, 2, . . ., Na are
the filter coefficients for the kth far-field microphone, Nb is
the feed-forward filter order and Na is the feedback filter
order. The coefficients of the IIR filter are estimated using
the modified Yule–Walker method – an autoregressive
moving-average (ARMA) technique for high-resolution
spectral estimation of linear time-invariant systems [25].

Once the IIR filter is designed for each far-field micro-
phone, a database of bik and aik coefficients can be con-
structed as follows

bik ¼
b11 � � � b1k � � � b1Np

..

. ..
. ..

.

bNb1 � � � bNbk � � � bNbNp

0
BB@

1
CCA: ð6Þ

To update the IIR coefficients at the source audio sample
rate, an interpolation strategy is employed between two
adjacent far-field microphones. The simplest solution is
the linear interpolation given by

~biðtÞ ¼ xðtÞ � xk
xkþ1 � xk

ðbi kþ1 � bikÞ þ bik; ð7Þ

where ~biðtÞ and x(t) are the value of the coefficient and
position at the instant corresponding to the tth sample,
xk and xk+1 are the two closest far-field microphone posi-
tions to the desired position x(t) within the target trajec-
tory. The interpolation of equation (7) is similar for the
~aiðtÞ coefficients which is omitted for brevity.

Figure 3. Overview of the two proposed sound synthesis frameworks for a single near-field source; (a) time-varying IIR filter and
(b) spherical harmonics.
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The IIR filter with time-varying coefficients can be
implemented in the time-domain by solving the direct-form
II where the output y(t) at time t is computed from the pre-
sent input q(t) and the past output samples as described by
the following state-variable expression [26]

vmðt þ 1Þ ¼ FðtÞvmðtÞ þwqmðtÞ
ymðtÞ ¼ gTvmðtÞ þ b0qmðtÞ

;

�

FðtÞ ¼

a1ðtÞ a2ðtÞ � � � aNa�1ðtÞ aNaðtÞ
1 0 � � � 0 0

0 . .
. . .

. ..
. ..

.

..

. . .
. . .

.
0 0

0 0 � � � 1 0

0
BBBBB@

1
CCCCCA
; ð8Þ

where vm represent the state variables of the filter initia-
lized by vm (0) = 0, vector w = [1 0 � � � 0]T, and vector

g ¼

b1ðtÞ � b0ðtÞa1ðtÞ
b2ðtÞ � b0ðtÞa2ðtÞ

..

.

bN ðtÞ � b0ðtÞaN ðtÞ

8>>>><
>>>>:

9>>>>=
>>>>;

ð9Þ

contains the feed-forward coefficients. In the direct-form
II, the delay line is shared between the all-pole and all-
zero sections as shown in Figure 4, halving the number
of delays compared to the direct-form I.

The approach is valid for M sources by invoking the
superposition principle and assuming that the sources are
uncorrelated. As indicated in Figure 3, similarly as the
IIR filters derived from NTFs, other filters can be imple-
mented. For instance, a natural improvement to the sound
synthesis is to add both the ear canal filtering and the head
and torso diffraction through the use of HRTFs which
transform a monaural signal into a binaural one.

So far, the sound synthesis considers only the attenua-
tion from the NTF magnitude. Recasting equation (3),
the additional piece of information not included in the
solution is the propagation time delay from the phase

information resulting in a frequency shift that simulates
the Doppler effect. Knowing that the minimum phase and
magnitude are uniquely related by the inverse Hilbert trans-
form /ðminÞ ¼ H�1flnð�jGðminÞðxÞjÞg, the time delay s can
be inferred from the slope of the unwrapped all-pass excess
phase /(eph). The combination of all time delays between
each source and far-field position yields the time delay
function.

The time delay is a function of the source position.
Indeed, different Doppler effects can be achieved by different
source speeds in the direction of the receiver. In the PBN
case, the source position and speed are obtained from the
tachometer which tracks the revolution per minute (RPM)
during measurements. The procedure has to be repeated
for each source as the propagation distance changes depend-
ing on the source location. However, if the distances between
sources are small compared to the propagation distance, an
averaged time delay function can be used.

Finally, since the length of the averaged time delay is
not an integer multiple of the time increment, interpolation
is required of for instance a bandlimited interpolation of the
form [27]

~ymðsÞ ¼
X1
n¼�1

ymðtnÞ
sin½pfsðs� tnÞ�
pfsðs� tnÞ ; ð10Þ

where fs is the sampling rate, tn is the discrete version of t
and ~ymðsÞ is the delayed version of the signal ym(t). The
Doppler effect applies as a time-varying time delay onto
equation (10) in the form s = s(t), following the rate of
motion from the source’s motion.

3.2 Spherical harmonics (SH) approach

The second approach is based on the representation of a
sound field into spherical harmonics (SH). The main moti-
vation for utilizing such approach is the ability to synthe-
size sound propagation past the measurement position,
thus eliminating the room size constraint. The SH represen-
tation also enables treating boundary conditions using the
image source method, which is a valid assumption when

. . .

Figure 4. Direct-form II with time-varying coefficients block diagram.
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dealing with compact sources and the far-field. Addition-
ally, the spherical harmonics enables a dynamic rotation
of the sound field which, combined with head-related trans-
fer functions, allows the listener to perform head adjust-
ments, which is known to improve sound localization [28].

Since the method relies on the spherical harmonics rep-
resentation it is convenient to arrange the far-field micro-
phones in a circular or spherical array configuration
around the object. According to Figure 3, the process is
given by the encoder, processing, and decoder. Several
libraries have been created to encode, decode and manipu-
late sound [29, 30]. The procedure here presented follows
the SH channel numbering notation [31].

From the definition of the discrete spherical harmonic
transform [32] and by considering the sound field as a super-
position of plane waves, the discrete SH coefficients can be
computed as [33]

/ ¼ Yp; ð11Þ
where p � pk, Y = [Y0, 0 (X) Y1,�1 (X) Y1,0 (X) . . . YN,M

(X)]T is the matrix of spherical harmonics coefficients,
N and M are the spherical harmonics’ order and degree,
respectively, X ¼ ½X1 X2 . . .XNp � are the directivity of
the far-field microphones, with X = (h, u) as the short
notation for the elevation, h 2 [�p/2, p/2] and azimuth,
/ 2 [�p, p], respectively, and / ¼ ½/0;0ðxÞ/1;�1ðxÞ . . .
/N ;M ðxÞ�T are the SH coefficients. The encoding proce-
dure consists in estimating /(x) by solving equation
(11) in a least-squares sense. For the solution to be unam-
biguous the inverse problem requires that L � (N + 1)2 for
a 3D case and L � 2N + 1 for 2D case [32]. Note that the
direction of the waves is not accounted for in equation
(11) since the radial function is neglected. Nevertheless,
the sound field is assumed to be outgoing in the case of
a surround microphone array or ingoing in the case of
an ambisonics microphone array. The ambisonics micro-
phone array is a rigid compact sphere which can capture
the incident sound field. Alternatively, the full radiated
sound field (i.e. the directivity pattern) can be captured
using a surround microphone array and, hence, the config-
uration employed in this work.

Both array configuration s suffer from spatial aliasing
due to the limited spatial sampling on the sphere. To
minimize spatial aliasing errors, both the SH expansion
order and the microphone sampling distribution need to
be carefully considered . It is known that such a representa-
tion can be applied to sound fields containing frequencies up
to fu < Nc/(2pR) [32]. Note that the radius of the micro-
phone array influence the accurate frequency range. For
instance, surround arrays have a large radius and the
frequency range where the spatial aliasing does not occur
is limited to low frequencies. The main consequence of
neglecting the radial function is the lack of a correction to
the SH coefficients that accounts for the microphone
array construction (e.g. rigid, open) and radius. Since the
array is open, and has a large radius, the effect of the radial
function is small and is here neglected. However, an in-
depth investigation of this assumption requires further
investigation.

Finally, the decoder operation consists in estimating the
response at the listener’s ears and is given by [34]

ŷm ¼ wH/; ð12Þ
where (�)H is the Hermitian conjugate and w is a render-
ing filter.

For completeness, a least-squares minimization tech-
nique is performed to find the rendering filter such that it
perceptually approximates the solution to the target signal,
ym (X) = p(X)H(X) as

min
w2K

X
X2M

jwHYðXÞ � HðXÞj2; ð13Þ

where K is the domain in which w is optimized, M is
the dense set of directions, and HðXÞ denotes a HRTF
at any discrete direction X. The rendering filter solu-
tion reduces to an algebraic expression in the least square
sense [34].

Note that the encoding procedure is frequency-
independent [35] and the decoding procedure is frequency-
dependent. Hence, the spherical harmonics signal needs to
be transformed from time domain to time-frequency
domain using a fast Fourier transform (FFT). The resulting
signal in the time domain is obtained by performing an
inverse FFT procedure. The operations are performed in
real-time using a block-based processing scheme.

To move the source, sound scene manipulation through
transformations of the spherical harmonics coefficients can
be performed. The transformations can be frequency-
independent such as the rotation of the scene, mirroring
across planes, warping, compression, decompression, and
amplitude manipulation [35], or frequency-dependent
effects such as geometrical distancing effect, reverberation,
and diffuseness [36].

The present work uses Virtual Studio Technology
(VST) plugins [37] hosted in Cycling ‘74 procedural
language MAX (version 8.1.6), as shown in Figure 5. The
multi-channel granular synthesis input is the measured
pressure field data with its related tachometer trace (rpm
vs. time), allowing virtual accelerations along a given path.
The encoding operation is done using the MultiEncoder
(version 0.6.1), the binaural decoding operation is done
using the BinauralDecoder (version 0.6) and the translation
of the moving source is done using the RoomEncoder
(version 1.3.1) from the IEM plugin suite [38]. The encoding
operation introduced an order-dependent gain in the ambi-
sonic signal. A multi-channel all-pass attenuation filtering
of �19.4 dB is applied to the input signal to equalize the
SH coefficients, preserving the loudness levels and compen-
sating the gain introduced in the encoding operation. The
graphical rendering of the vehicle is implemented using
the Unreal Engine [39] to provide visual feedback to the
audio scene, as shown in Figure 5. The communication
between MAX and Unreal Engine is done through the open
sound control (OSC) protocol. For the comparison between
the two approaches discussed next, the graphical rendering
and multi-channel granular synthesis are not required
therefore, they are omitted.
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In summary, the main contributions of this section are
the development of a demonstrator tool with the developed
multichannel granular synthesizer, the combination of the
measurements with above-mentioned plugins for a novel
application (i.e. outdoor pass-by noise sound synthesis) in
addition to the OSC implementation with the visual render-
ing tool.

4 Results: indoor pass-by noise

In this section, results from the two sound syntheses are
compared using an indoor pass-by noise measurement data
set. The assessment is performed quantitatively, and also
subjectively by means of a listening test. The synthesized
audio scene consists of a vehicle accelerating along a
straight path and with a listener positioned 4.7 m away
similar to the PBN setup shown in Figure 1b. For the quan-
titative results, the source-receiver distance in the equiva-
lent outdoor PBN scene is set to reach its minimum value
when the vehicle reaches 50 km/h. For the subjective eval-
uation, two constant moving source speeds are considered.

4.1 Measurement setup

The purpose of the measurement is to obtain the source
loads’ time-signals and the far-field propagation noise trans-
fer functions. An electric vehicle is placed on a chassis
dynamometer in a hemi-anechoic chamber as shown in
Figure 6a. The transfer functions and source quantification
are obtained following the methodology presented in
Section 2.

Besides the total contribution, the components consid-
ered are: the gearbox, rear left tire (tireRL) and rear right
tires (tireRR). Each tire is represented by two equivalent
monopolar sources, instrumented with four micro-
phones each, and the gearbox is represented by a single

monopolar source, instrumented with two microphones.
The separation of the source is an optional step, and it is
here done to highlight the acoustic source quantification
technique. The advantages of separating the sources are
the ability to assess each component individually for trou-
bleshooting and to combine different components in post-
processing for the evaluation of not available physical
configurations.

In addition to these 10 near-field microphones, two
far-field microphone arrays are installed, with linear and
semi-circular shape respectively and with a total of 18micro-
phones each, as shown in Figure 6b. All 46 channels are
acquired simultaneously. In the case of the linear array,
microphone 1 is positioned at (�8.2,0) m and microphone
18 is at (6.2, 0) m, giving a total array size of 14.4 m. All
microphones used are 1/400 externally polarised integrated
circuit piezoelectric microphones (GRAS 40-PH) placed at
a height of 1 ± 0.05 m. Note that the distance of the
far-field microphone does not match the required distance
in the ISO 362–3 [3] due to the room size limitatins.

4.2 Sound synthesis from time-varying IIR filters

Figure 7 shows the NTFs obtained between the equiva-
lent source and the far-field linear microphone array using
an omnidirectional sound source located at the gearbox, left
and right tires. The NTFs have a sampling rate of 25.6 kHz.
The magnitude of the NTFs display a comb filter-like
behavior, induced by interference between the direct acous-
tic paths and the ground reflections. In upper left corner of
Figure 7, the variation of time delay can be observed on
unwrapped phase slopes at each microphone position.

Figure 8 shows a comparison of the magnitude of the
measured NTF against the IIR filter for different sets of
design parameters. The NTF is arbitrarily chosen, and it
corresponds to a source signal arriving from the gearbox

Figure 5. Max/MSP patch with multi-channel granular synthesis, spherical harmonics processing, OSC protocol communication
with the vehicle visual rendering in Unreal Engine.
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location and receiver located at the far-field microphone 11
(refer to Figure 6b. It can be seen in Figure 8a that the filter
design quality is mostly induced by the filter order. The
higher the filter order, the finer the details captured by
the filter, especially at higher frequencies. The main draw-
backs of using IIR filters are that instabilities appear with
increasing filter order and that these filters are prone to
errors during the time-varying implementation when using
direct-form techniques. Both smoothing,Q, and warping, .,
show smaller effects on the outcome than the feed-forward
filter order Nb and can be used as fine-tuning parameters.
An increase in the warping coefficient improves slightly
the lower frequencies fit of the filter. The smoothing is

required when applying the warping because the spectrum
is undersampled at higher frequencies [22]. For the remain-
ing analysis of this subsection, the NTF’s IIR filters are
designed using the following parameters: Q ¼ 0:02 and
. ¼ 0:1.

The IIR filter coefficients A and B are computed for
each microphone position and interpolated in space along
the position axis (x-axis). In this example, the stability of
each filter is guaranteed since all the poles are located
within the Z-domain unit circle as seen in Figure 9a.
Figures 9b and 9c show two arbitrarily chosen IIR filter
coefficients (8th and 16th order) across the microphone
positions as well as two interpolation strategies. It can be

)b()a(

Figure 6. (a) Photograph of the measurement setup with near-field (indicators) microphones, a far-field semi-circular array, and a
far-field linear array; (b) schematic with the setup main dimensions in m.
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noticed that the cubic interpolation has a slightly smoother
transition between coefficients. However, the implementa-
tion using the cubic interpolation suffers from high sensitiv-
ity to coefficient variation due to the recursive nature of
the IIR filters. This occurs in both direct-form I and II
implementations, which could be attributed to distur-
bances in the future values of the internal state variables
and transients in the output [26]. To solve this issue, the
order of the filter can be reduced or one can use linear

interpolation instead, which does not demonstrate the
same high sensitivity behavior. Alternatively, higher-order
IIR filters could be converted into a cascade of bi-quadratic
(2nd order) stable IIR filters in an attempt to increase
numerical robustness. In this example, this alternative
is ot further explored and a linear interpolation is employed.

Figure 10 shows the resulting time signals for each com-
ponent and the sound pressure level with the total noise
level. The implementation is performed using the direct-
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Figure 8. Propagation noise transfer functions (black dashed line) and IIR filter (green solid line) varying (a) the filter order Nb from
2 to 64 withQ ¼ 0 and . ¼ 0, (b) smoothing Q from 0 to 0.5 with Nb = 32 and . ¼ 0 and (c) warping . from 0 to 0.5 with Nb = 32 and
Q ¼ 0 for microphone 11.
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Figure 9. Filter properties for the representation of the transfer function between the gearbox and the far-field linear array. (a) Poles
(green �) and zeros (black �) in the Z-domain, (b) b and (c) a coefficients of the IIR filter along the position axis with the design
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form II scheme (refer to Eq. (8) and Fig. 4). The signals are
presented without the Doppler effect and the HRTFs. The
maximum sound pressure level obtained is below 70 dB and
the rear right tire noise shows the highest sound pressure
level, as expected for an electric vehicle at 50 km/h. In
the far-end position (x = 5 m), the rear tire noise level
becomes closer with the left side and slightly surpassing
the right side.

4.3 Sound synthesis from spherical harmonics

In the SH implementation, the propagated time signals
at the far-field microphones are first obtained through
convolution between the ASQ-estimated sources with the
measured NTFs on the semi-circular array (see Fig. 3).
For this particular case, before the encoding operation,
the propagated time-signals are mirrored to form a full
2D circular domain with a total of 36 input channels which
allows for a reconstruction up to 17th order. This relies on
the implied assumption that the vehicle and its radiated
sound are symmetric as observed from the far-field array.
Additionally, as the measurements already include propa-
gation attenuation, none is added to the encoded signal.
Furthermore, the aliasing – free region is bounded by an
upper frequency limit. Such frequency limit is nevertheless
difficult to accurately estimate with the current setup due
to the unknown directivity and spatially-extended nature
of the source of interest [40]. Also note that the proposed
setup only allows for reliable synthesis in the horizontal
plane containing the microphones, which is suitable for
the PBN application.

The spherical harmonics coefficients from the encode d
source are translated by relying on the real-time image
source propagation plugin RoomEncoder. The moving path
follows a linear trajectory going from (�8.2, 0) m to (6.2, 0)
at a height of 0.5 m, similar to the measurement setup.
The receiver is positioned at (0, 4.7) m away from the
source trajectory and at a height of 1.0 m.

4.4 Comparison of sound synthesis outputs for a pre-
defined scene

This subsection compares the two sound synthesis
approaches for a pre-defined scene. The Doppler effect
and the HRTFs are added to the TVIIR output where
the required time delay is obtained following the procedure
of Section 3.1. Figure 11 shows the time delay curves for
each ASQ source and an averaged time delay. Since the
vehicle trajectory is parallel to the line array, the Doppler
effect is implemented by fitting the measured time delay
to a quadratic polynomial function.

The HRTFs are the same as the one implemented in the
SH approach [41], which are designed as 8th order IIR fil-
ters. Note that the final time delay does not account for
the one introduced by the HRTFs processing which is here
assumed negligible for the considered propagation distance.
The 32nd order TVIIR is compared to a 5th order spherical
harmonics order.

To check for undesirable artifacts, the two approaches
are first compared using a simple harmonic source, emitting
a sine wave at 500 Hz as shown in Figure 12. In this exam-
ple, the harmonic source signal is replicated in a circular
configuration be equivalent to the original problem.

Figure 12 shows that both methods yield a comparable
Doppler shift. The shift is almost linear due to the short
time segment imposed by the measurement room and the
proximity between source and receiver where the vehicle
appears to be moving in constant velocity. Slightly differ-
ences are observed. The instantaneous frequency shows a
level of variability in the SH approach, which can be attrib-
uted to latency in the SH processing chain and due to buffer
size in the block processing operation imposed by the sound
card. However, it is worth noting that the audio synthesis
does not suffer from clicks, artifacts or audible degradation.
Audio samples are provided as supplementary files [42].

Figure 13a shows the receiver binaural time signals and
Figure 13b shows the sound pressure levels synthesized with
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Figure 10. (a) Monaural pressure time signal without the Doppler effect for the (top) rear right tire (tireRR), (center) the rear left
tire (tireRL) and for the (bottom) gearbox; (b) sound pressure level for each component and the total SPL contribution.
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both implementations from static ASQ-estimated source
signals.

It can be observed that both approaches are in good
agreement in terms of sound pressure level. In this case,
the TVIIR is considered as the true reference since the
method has been validated against an energetic pass-by
noise sound synthesis approach [18]. The average sound
level difference across the 14 m trajectory is of 1.4 dB and
0.9 dB for the left and right ear signals, respectively. Note
that the initial delay observed in Figure 13a arises from
the initial propagation delay. A small discrepancy is seen
around the �2 m and 4 m positions in Figure 13b which
is not perceptible in the audio. The synthesis of click-free
moving sources using the two techniques is the main out-
come of this paper and a comparison against a real case is
left out for future investigation.

Figure 14 shows the spectrograms of the right ear sig-
nals synthesized by both approaches. Contrary to the sound
pressure level, the spectrograms are noticeably different.
While the Doppler shift is similar, the spectrum content
of both approaches diverges. In the TVIIR approach, the
frequency content is concentrated at low frequencies and
in the SH approach, there is a larger distribution across
the frequency range, especially at higher frequencies. This

difference can be attributed to the simplifications inherent
to the two approaches. Moreover, improvements in the
matching of the two approaches can be achieved at the
expense of higher IIR filter order and higher SH order.

4.5 Online listening test

To evaluate the proposed sound synthesis approaches,
a subjective evaluation is performed by means of an online
listening test [43]. The objective is to evaluate the realism of
the moving source and to check for any noticeable percep-
tual differences between the two approaches. The listening
test was performed with a total of 20 participants. The
majority of them had an engineering background and previ-
ous experience with listening tests.

A reference signal, consisting of a static microphone at a
central position in operational condition was played before
the jury test. Note that this reference sound is provided only
as an example for the vehicle at a static position. The mov-
ing source aspect is inferred by what the listener under-
stands as a moving source, i.e. his/her prior knowledge.
Additionally, there was no control of the sound level and
type of headphones the participants use. However, the par-
ticipants were asked to not adjust their headphones during
the test.

Twelve synthesized signals are investigated among the
two approaches, the different orders, and the cinematic con-
ditions. The orders for each approach are selected to reflect
different levels of accuracy in the spherical harmonic and
the filter design. For the SH approach, the sound synthesis
is performed using a 1st, 3rd and 5th-order spherical har-
monics. For the TVIIR approach, the sound synthesis is
performed using 8th, 16th and 32nd order filters. Addition-
ally, the sounds are presented in both 25 km/h and 50 km/h
speeds. The speeds are selected to reflect the usual speeds
found in an urban environment.

The online listening test consists of two sections. The
first section evaluates the perceived speed using a continu-
ous scale in the form of a slider, from 12.5 km/h to 75 km/h
with a 12.5 km/h increment. In this section, only the 32nd
order filter for the TVIIR and the 5th order spherical har-
monics for the SH approach are used.

The second section proposes a pairwise comparison. The
participants had to choose which one of the two replayed
sounds is the most realistic. The pairs of sounds were pre-
sented in an arbitrarily chosen order. To limit the time of
the test, not all possible combinations of sounds are pre-
sented. Thus, a total of 16 questions are selected.

To evaluate the participant preference, the merit score
(MS) is here used [44]

MSðyiÞ ¼
1

Ns � 1

XNs

j6¼i

P ðyijyjÞ; ð14Þ

where Ns is the number of sounds available for the com-
parison and P(yi|yj) is the probability of a sound yi being
preferred over sound yj. The MS describes the average of
the preference of a certain sound yi compared to the other
sounds yj.

Figure 11. Time delay obtained from excess phase /(eph) for
each ASQ-source and averaged time delay.
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Figure 15 shows the box plot of the perceived speed with
median, 25th, and 75th percentiles. The present jury test is
performed in the absence of a reference sound with a spec-
ified vehicle speed, and therefore it is not expected that the
participants identify the exact vehicle speed. Nevertheless,
the two speeds are perceived in the correct order by the par-
ticipants. The reason for an overestimation rather than an
underestimation is admittedly the short total duration of
the signals, 1.6 s for the 25 km/h scene and 0.9 s for the
50 km/h scene, which can be perceptually interpreted as
the total exposure of the listener to the vehicle, thereby
conveying a faster-moving scene. In terms of uncertainty,
the perceived vehicle speed shows a larger spread across
participants for the low speed than for the high speed. In
addition, a larger spread is observed for the TVIIR
approach than for the SH approach.

Figure 16 shows the merit score of the synthesized sig-
nals at 25 km/h. It can be observed that the 1st order SH
has the highest merit score, followed by the 3rd order SH.

Figure 15. Apparent perceived speed versus actual speed for
the two proposed approaches.

Figure 14. Spectrograms of the right ear output signal derived from the (a) time-varying IIR and (b) Spherical Harmonics
approaches.

Figure 13. (a) Time signals and (b) sound pressure levels against the source position for both time-varying implementations.
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In terms of This indicates that the SH approach is perceived
as more realistic than the TVIIR. As observed in Figure 14,
this can be attributed to the presence of the higher fre-
quency content, which can provide more details to the
audio scene. However, the observed merit scores are very
close to each other indicating that both sound synthesis
approaches can produce a similar outcome which might
be induced by the very short samples. Therefore, a clear
preference for a certain approach or order cannot be con-
cluded from the presented jury test.

5 Conclusion

In this paper, two frameworks for the sound synthesis of
a moving source using measurements in static condition
and controlled environment were presented. The time-vary-
ing IIR filtering approach consists of the design and imple-
mentation of IIR filters and the spherical harmonics
approach consists of representing the incident sound field
into spherical harmonics. Both methods were implemented
in an online-offline manner, relying on post-processing a set
of measured transfer functions and manipulated in real-time
for sound synthesis and predictions. The framework aims to
provide accurate sound pressure levels in the far-field that
comply with standards. Moreover, it allows for additional
sources and filters (e.g. sound barriers) to create different
moving source scenarios. Quantitative and qualitative
results were shown for a pre-defined scene using an indoor
pass-by noise test on an electrical vehicle.

Both methods have inherent simplifications. While the
time-varying IIR filtering approach simplifies the spectral
content by a certain polynomial coefficient order, the SH
approach simplifies the signals by decomposing them into
a basis of spherical harmonics. Nevertheless, despite both
methods relying on a different strategy, they preserve the
total amplitude of the origianl signal. Indeed, the results
showed that both methods are capable of accurately and
efficiently synthesize a moving source from propagation
noise transfer functions recorded using a far-field micro-
phone array. While the resulting sound pressure levels
from both approaches were closely matching, the resulting

spectrograms displayed some differences, attributed to the
inherent simplifications. Therefore, both techniques can be
viewed as complementary. The time-varying IIR filtering
approach allows for the accurate analysis of the sound pres-
sure level from transfer path measurements and for a com-
ponent-base troubleshooting. The SH approach allows for
the spatialization of the audio for an immersive audio expe-
rience and is well suited to combine with acoustic source
quantification techniques that goes beyond monopole
sources such as in [45].

The jury test preliminarily validates the two approaches
from a perceptual standpoint. In the evaluation, the result-
ing merit scores were very close across all tested samples
which indicated that both sound synthesis approaches
can indeed be similarly realistic. These results were affected
by the total duration of the synthesized sound samples
which are constrained by the dimensions of the room.
Nevertheless, an increase in the total duration of the
synthesized sound is feasible. This can be achieved in the
SH approach by increasing the propagated distance using
simulation (e.g. image source method) and in the TVIIR
approach by including additional propagation noise transfer
functions or by using extrapolation techniques [46].
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